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The question of whether proteins share a com-
mon language across the major branches of life 
is an intriguing one. In their paper, Lijia Yu et al. 

investigated the arrangements of protein domains, consid-
ering them as a kind of grammar that orders the internal 
structure of proteins. They found that only a small subset 
of all the possible orderings occur, and that the properties 
of such a grammar are common across most of the major 
taxonomic groupings.

Proteins in plants and animals are typically com-
posed of multiple domains in the form of functional 
subunits on the order of 100–200 amino acids 

in length. These are often highly conserved and widely 
distributed across the tree of life. A protein domain archi-
tecture is the arrangement of these domains within a 
particular gene. Recognized protein domains number in 
the tens of thousands, and there are a vast number of poten-
tial domain architectures.1 Despite these possibilities, less 
than 5% of the possible sequential pairings are realized in 
any genome studied to date.2 Given that genomes are con-
tinuously shuffling, it seems that there must be constraints 
acting on the orderings that are realized. In the same way 
that linguistic grammars limit languages, these constraints 
could be considered as a grammar limiting possible func-
tional arrangements.

The concept of a language for protein assembly has been 
widely discussed in different contexts. This should come as 
no surprise, because biology is increasingly being viewed 
as an information science.3 John Maynard Smith compared 
protein evolution to a word game, noting that the word 
“WORD” can be converted to the word “GENE” by a series 
of single-letter mutations in which each step is a functional 
intermediate word.4 Moving up a level in the hierarchy, the 

composition of proteins can be considered as small motifs, 
or seqlets, that reoccur across proteins either through 
descent or convergent evolution.5 Much as languages are 
composed of words, seqlet combinations can, depending 
on the thresholds used, account for the majority, or even 
the whole, of the elements in protein space. Such words can 
be categorized into different types, including elements that 
describe, modify, or connect—akin to nouns, adjectives, 
and conjunctions. A number of related ideas have been 
summarized by Mario Gimona in a paper that attempts to 
consider not just syntax, but also semantics within pro-
teins.6 He concludes that the functional characteristics of 
sequences within proteins are likely to be determined by 
their context. Gimona cautions against approaches that 
merely consider lists of so-called words—that is, sequences 
or domains—within proteins. Instead he suggests consider-
ing word order as a path toward ascertaining the context.

Rather than attempting to articulate the full language of 
proteins, whatever that might have meant in practice, the 
objectives of Yu et al. were far more modest and precise. 
Seeking to quantify the informational difference between 
random and actual protein domain architectures, they 
focused on the simplest dimension of word order within 
proteins: the probability of observing particular consec-
utive pairs of domains. Using this approach, much can 
be learned about the complexity of different genomes. A 
motivating observation for the researchers was that the 
major transitions in life are associated with increases in 
complexity.7

As part of their study, Yu et al. examined the dis-
tribution of consecutive pairs of domains, known 
as domain bigrams, across genomes. In this con-

text, a shift away from randomness toward a smaller 
subset can be considered a gain in information relative to a 
default or background condition—namely, the magnitude 
of the change in entropy from a shuffled set.

The researchers found that there was a reasonably 
consistent difference between random sets and actual 
genomes, which they interpreted as the minimal infor-
mation gain required to maintain a functioning living cell. 
Although not immediately obvious from first principles, 
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this finding makes sense in light of the data. It is conceiv-
able that the information encoded in genomes might not 
be crucially dependent on domain architecture, so that 
information could be randomized without issue. Although 
some caveats need to be taken into account, the find-
ing that genomes are biased against randomized domain 
structures is a substantive result. Nevertheless, it can still 
be interpreted as just one aspect of the minimal informa-
tion required for a modern cell, and a small aspect at that. 
There are large informational requirements both above 
and below domain grammar in the reductionist hierarchy, 
notably in the sequences of the domains themselves, and 
in the interaction networks between proteins.

Two exceptions to a near-universal pattern are worthy 
of further exploration. First, there exist a few genomes that 
are relatively simple in comparison to the vast majority. 
These are limited to a specific subset of the single-celled 
microorganisms known as archaea.8 Whether the lower 
genome complexity in some branches of archaea that is 
apparent from protein domain bigrams is an artifact of 
features such as genome size or duplication histories is a 
question that needs further attention. Second, Yu et al. find 
that animal genomes “show the highest information gain 
among the analyzed groups.”9 They claim that this accords 
“with the notion that domain architectures in animals are 
more elaborate and evolve under stronger constraints than 
those in other organisms.” At first glance, this appears to 
make sense. Animals are indeed the most complex organ-
isms on earth. But, upon closer inspection, the reasoning 
behind this claim appears problematic. As a result of popu-
lation sizes that are typically between two and four orders 
of magnitude lower than bacteria, animal genomes experi-
ence much weaker selective pressure. The findings of Yu 
et al. could also be explained by selection acting on quite 
different features of the two types of genomes, effectively 
limiting domain combinations in animals to a much higher 
degree. It might also be due to constraints from factors 
other than selection.

As yu et al. acknowledge in their paper, bigram 
analysis does not capture higher-level informa-
tional structures in protein architecture. If the 

interpretations described by the authors are even roughly 
correct, it seems likely that their conclusions would be 
amplified rather than diminished by an analysis that 
included higher-level structures, such as trigrams. Many 
proteins and structures are, in fact, inadequately described 
by such an analysis. Broadly speaking, this is due to excep-
tions to the assumed domain structure and difficulties 
in annotation. These factors are at play with disordered 
proteins, alternative splicing, unannotated proteins, and 
unrecognized domain structures. Intrinsically disordered 
proteins are particularly prevalent in eukaryotic pro-
teomes, where they apparently play an important role. 
Alternative splicing of RNA molecules prior to transla-

tion produces alternative forms of proteins and greatly 
expands the proteome in higher eukaryotes. The alter-
natively spliced transcripts can have differently ordered 
domains, but for the purposes of a tractable study, only the 
canonical version was used by Yu et al. It should also be 
noted that many proteins are not yet annotated, even in 
well-studied and small bacterial genomes.10 Any number 
of these unexamined proteins likely contain interesting 
domain structures that have not yet been catalogued in 
databases.

Comparisons between domain orderings across genomes 
are complicated by gene duplications and common ances-
try. Due to both common descent and rampant horizontal 
gene transfer, there are probably no two genomes that can 
be considered fully independent. Genome and gene dupli-
cations are particularly important in plants and animals, 
which both exhibit genome structures that have been 
significantly shaped by major duplication events. Such 
correlations are mitigated by the frequency of domain 
shuffling that occurs during short-term evolutionary 
processes. The degree to which duplications in animals 
contribute to their apparent exceptionality in bigram sta-
tistics is a topic that requires further investigation. 

A  study centered on the grammar of protein 
domains may touch on any number of fundamen-
tal issues in biology. These could include topics 

such as contingency and biological laws, convergence and 
stochasticity in evolution, the nature of biological infor-
mation, and associated questions concerning complexity, 
gene origins, and the causes of evolutionary change.

The role played by historical contingency and its impli-
cations for lawlike consistency in the processes that shape 
living forms is perhaps the biggest question in biology. In 
the case of protein domains, if contingency rather than 
law is dominant, different taxa should exhibit different 
increases in information content compared with shuf-
fled genomes. In the reverse scenario, there should be 
complete consistency across taxa, or a clear relationship 
between information content and some other factor, such 
as morphological complexity. The findings of Yu et al. 
appear to be more closely aligned with the latter scenario, 
but whether this is a result of selective forces, structural 
factors, or something else entirely remains unclear.

A few decades ago it was thought that almost all 
genes were ancient and that modern genes were derived 
through processes such as duplication and divergence.11 
It has since become clear that many genes emerged from 
noncoding sequences over the course of evolution.12 Such 
genes would presumably begin with a minimal number of 
functional units and accumulate additional domains over 
time. The resulting protein domain architectures reflect 
the relative contributions of de novo gene processes and 
the number of domain shuffling events that are retained. 
Although researchers are currently limited by a number of 
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methodological issues, especially in relation to determin-
ing the relevant rates, the study of gene origins remains 
one of the fastest developing fields within evolutionary 
biology.

Two conclusions can be drawn from the work of Yu 
et al. First, there is apparently an information increase 
within proteins at the level of domain arrangement, which 
is associated with functional cells. Second, complexity can 
be objectively measured. This paper adds to the growing 
body of evidence that there have been genuine increases 
in complexity over the course of evolutionary history, 
and that this is particularly evident in animals. Biolo-
gists have become so accustomed to considering notions 
of human uniqueness as thoroughly debunked that any 
hint of so-called progress within evolution is treated with 
great skepticism. Whatever one makes of such a loaded 
term, increased complexity in some lineages is observ-
able across multiple biological features, including protein 
domain architecture.
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