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On Core Concepts and Terminology
Anna Maria Di Sciullo, reply by Evelina Leivada

In response to “Misused Terms in Linguistics” (Vol. 5, No. 2).

To the editors:

In her essay, Evelina Leivada reports on a range of ter-
minology issues in linguistics. These are drawn from a 
variety of sources, including citations from articles, blogs, 
talks, and interactions at conferences. Linguists are urged 
to follow the lead of psychologists and discuss “lists of 
inaccurate, ambiguous, misused, and polysemous terms.” 
In closing, Leivada states that clarity matters in linguis-
tics and has consequences for the visibility of linguistics in 
neighboring fields.

While it is difficult not to agree with this general con-
clusion, it is also difficult not to view terminology issues, 
namely problems with labels for concepts, as an epiphe-
nomenon of the rapid evolution of linguistics and the 
different approaches to language pursued within the 
generative enterprise, in cognitive sciences and beyond. 
Although terminology issues are raised at the forefront, 
the crux of the matter with this essay is not terminology 
per se, but different views of core concepts in linguistics.

The generative enterprise explores a specific approach 
to language. It is concerned with what has been termed 
the basic property of language, namely, the property 
of the mind to construct an infinite array of structured 
expressions, each one with a semantic interpretation that 
expresses a thought that can be externalized in one of 
the sensorimotor systems. In this approach, the language 
faculty is a generative system that feeds semantic inter-
pretation directly and sensorimotor interpretation only 
indirectly.1

Within the generative enterprise, the biolinguistic pro-
gram is concerned with language internal to the individual, 
the I-language, which is distinct from the external lan-
guage, the E-language. It aims to provide an explanation for 
I-language by understanding through its biological basis.2 
Abstracting away from Darwin and the modern synthesis, 
the biolinguistic program brings to the fore arguments in 
favor of language as a human-specific trait and the rapid 
evolution, or emergence, of language.3 The ultimate goal of 

the generative enterprise and the biolinguistic program is 
to provide a genuine explanation of language that will meet 
the criteria of learnability. The system needs to be acquired 
by the individual, as well as the criteria of evolvability, as 
the innate system of the faculty of language needs to evolve. 
Such explanation cannot be reached with descriptive or 
behaviorist approaches to language.4

Explanation and simplicity are intrinsically related in 
this framework. This can be seen in the development of 
generative grammar.5 Current research aims to explain 
I-language in terms of the first and the third factor in lan-
guage design. The first factor is the genetic endowment 
and the third factor is the principles of efficient computa-
tion external to the language faculty.6

Other approaches based on different or partially dif-
ferent perspectives on language, with partially different 
arrays of concepts, are available. Terminological issues 
may arise within linguistics as well as in neighboring fields.

Terminology Issues

To address the issues in relation to terminology discussed 
by Leivada, it is useful to differentiate linguistic terms 
from their use at different points in the development of 
the generative enterprise. It is also helpful to consider the 
use of linguistic terms in neighboring sciences. Neurosci-
ence is an interesting case as it faces the map and mapping 
problem, as pointed out by David Poeppel.7 Nonetheless, 
it has been established that Broca’s area, corresponding 
to BA44/45 in the frontal lobe of the brain’s dominant 
hemisphere, supports the processing of syntax in general.8 
A subdivision of syntactic computations within Broca’s 
area for complex syntactic structures has been demon-
strated with BA44 activated for center-embedding and 
for sentences involving displacement of syntactic con-
stituents, and BA45 selectively adapted to displacement.9 
Psycholinguistics is also interesting as it faces the prob-
lem of attesting the psychological reality of linguistic 
concepts. It is difficult to probe the abstract properties of 
I-language with behavioral experiments alone, and brain 
imaging studies are often used in addition to behavioral 
experiments. The best possible outcome is when results 
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from independent studies converge. Biolinguistics is per-
haps the most interesting case as it relies on interactions 
between different sciences including linguistics, biology, 
mathematics, and physics.

There is no doubt that clarity and coherence are imper-
ative in any field of inquiry, whether theoretical or applied, 
disciplinary or interdisciplinary. To this end, it is instruc-
tive to reflect on how terms for core notions in a given field 
emerge, evolve, disappear, and also sometimes reappear as 
relics from past eras to measure achievements and identify 
new problems. The misuse of terms in linguistics might be 
better understood by reflecting on the life of core concepts 
in the field and on the terms used to investigate them. It 
may also be helpful to consider terms used to study core 
concepts in linguistics as names for objects yet to be better 
understood. The terms used for given concepts will change 
over time; some will be redefined or eliminated in light of 
advances made in their understanding and new problems 
that arise in the investigation.

Terminological Confusion

Advances have been made through the development of 
the generative enterprise. During the late 1970s and early 
1980s, the principles and parameters model of grammar 
replaced the so-called standard theory.10 In this model, a 
grammar of a language is a theory of that language, and 
Universal Grammar is a theory of all languages. Leivada 
observes that the terms Universal Grammar (UG) and lan-
guage universals are misused in linguistics.

UG is sometimes identified with linguistic universals; but 
this is a mistake. When Chomsky talks about language uni-
versals, he does not refer to properties that are universally 
attested to in all languages, but to computational proper-
ties of the mind that are universal because they arise from 
a species-universal innate ability.

Why would these terms be misused? One possi-
ble reason is that they were proposed within different 
theories of language. As defined by Joseph Greenberg, lan-
guage universals are not part of Universal Grammar and 
mainly state universals, absolute and relative, based on the 
surface distribution of major syntactic constituents: sub-
ject, verb, and object.11 Not all possible orders are attested 
in the languages of the world, which indicates that more 
abstract properties of languages are at play for character-
izing Universal Grammar. Greenberg’s work is important 
and enabled the development of further research capable 
of deriving specific language universals from independent 
syntactic properties.12 This is a step forward in simplifying 
linguistic theory. Leivada writes:

There is no reason to assume that linguistic universals, 
understood as properties that are shared across languages, 

are necessarily derived from UG. Although most languages 
settle on a consistent word order, this preference does not 
reflect the imperatives of UG. … Given that a complete list 
of all the UG principles has not been compiled, the pos-
sibility that these principles are, for the most part, not 
language-specific, but have cognitive, third factor roots, 
cannot be ruled out.

Third factor principles are at play in the derivation 
of syntactic constituents. It has been observed through 
the diachronic development of the Indo-European lan-
guages that languages tend to regularize adpositions to 
either prepositions or postpositions. Both preposition and 
postpositions are observed in Latin nominal constituents 
including a preposition and a personal pronoun, e.g., cum 
me, me cum. In modern Italian, only the prepositional 
variant remains, e.g., con me, notwithstanding the fact 
that more complex structures emerged in old Italian, e.g., 
con me meco, come, comeco, con esso meco. This historical 
development has not been attributed to principles of UG, 
but to third factor principles reducing complexity akin to 
natural laws.13

In current minimalist research, the externalization of 
linguistic constituents and their absence in some cases has 
also been attributed to third factor principles of efficient 
computation external to the basic property of language. 
This is the case for principles of pronunciation. According 
to pronounce the minimum, the copy left by a displaced 
constituent is generally not pronounced, e.g., what did you 
say? vs. *what did you say what?14 Other examples in which 
principles of pronunciation play a role in the derivation 
of linguistic expressions occur when certain categories, 
which are not copies of displaced constituents, are not 
externalized (< >). This is the case for prepositions such 
as “at” in locative expressions—e.g., I prefer to stay <AT> 
home—discussed by Christopher Collins and elsewhere, as 
well as unpronounced coordinators in multiple conjunc-
tions—e.g., I saw Paul <AND> John <AND> Mary—and 
several other categories.15 That third factor principles are 
at play in language is not only a possibility as mentioned by 
Leivada. It is a working hypothesis that has already been 
proposed and investigated in the generative enterprise for 
quite some time.

If confusion with the content of linguistic terms arises, 
whether in linguistics or neighboring fields, it is import-
ant to keep in mind that these terms emerge from different 
approaches. Language universals gave rise to empirical 
generalizations, some of which have been derived from 
independent principles in later stages of the generative 
enterprise. It is important to clarify why language uni-
versals cannot be equated with Universal Grammar, why 
it matters for the understanding of I-language, and why 
surface phenomena such as word order are subject to 
principles external to I-language. Such a perspective is 
absent from Leivada’s essay.
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Terminological Fluidity

Leivada asserts that a degree of terminological fluidity is 
associated with certain linguistic terms, such as param-
eters and features. In particular, she draws attention to 
metaphors of language development used in Chomsky’s 
earlier works, including the notion of instantaneous acqui-
sition.16

The problem is that the metaphor of instantaneous acqui-
sition assumes that innateness and the environment are 
fully separable. … The metaphors of language development 
were once useful. It is through their subsequent use that 
they became unhelpful.

On this point, I disagree with Leivada. The notion of 
parameters, initially defined as options left open in the 
principles of UG, gave rise to lively research.17 The term 
has been defined in different ways through the develop-
ment of the generative enterprise, given extended work 
on linguistic variation, both within single languages and 
cross-linguistically. Several parameters have been pro-
posed, as well as different formalizations of this notion. 
Mark Baker’s polysynthetic parameter, for example, iden-
tifies hierarchical dependencies between parameters.18 
In the minimalist program, it has been proposed that 
parameters could be reduced to minimal differences in the 
features of functional categories. Several parameters have 
been eliminated and their effects attributed to independent 
principles of language. These include the head-direction-
ality parameter, which has been proposed to derive from 
the directionality of parsing.19 In his recent book, Ian 
Roberts redefines parameters in terms of structured hier-
archies of features related to third factor principles.20 This 
enables elegant analyses of different historical language 
changes, including negation. The reduction of parameters 
to principles external to the language faculty contributes 
to an explanatory theory of language.

The purpose of the generative enterprise is to provide 
a genuine explanation for I-language. It comes as no sur-
prise that current minimalist research eliminates the 
notion of parameters as options left open by UG, as defined 
in the principles and parameters model, where the dif-
ferent modules of UG were each associated with a set of 
primitives, axioms, and parameters.21

It is unfortunate that Leivada’s discussion of the term 
does not report its current status, as subsumed under third 
factor principles, and the progress achieved since it was 
proposed in the principles and parameters model. Instead, 
her essay focuses on criticisms of the usage of this term 
during previous stages of the generative enterprise.

Terminological fluidity is not without consequences. In 
the case of the term “parameter,” its misuse over the years 
raised serious concerns about the biological plausibility of 

an innate endowment for language that consists of millions 
of minimal points of variation. “If the number of param-
eters,” Frederick Newmeyer observed, “needed to handle 
the different grammars of the world’s languages, dialects, 
and (possibly) idiolects is in the thousands (or, worse, mil-
lions), then ascribing them to an innate UG to my mind 
loses all semblance of plausibility.”

When confusion arises about the putative terminologi-
cal fluidity of parameters, it is useful to clarify the notion of 
parameter and identify its trajectory within the generative 
enterprise. It is also useful to explain why the notion of 
parameters is dispensed with in recent works in the min-
imalist program, along with the different principles of UG 
they depend upon in the principles and parameters model.

The elimination of the notion of parameter provides an 
explanation for the absence of acquisition. If language is 
not learned through experience, that is, by contact with 
the environment, then the logical problem of language 
acquisition can be solved. Namely, notwithstanding the 
fact that the empirical data available to the infant is par-
tial, language acquisition unfolds in a very limited time.22 
The optimal hypothesis is that no learning takes place.

Leivada’s discussion of the term feature also reports 
criticisms instead of reporting the progress made from the 
introduction of syntactic features in the standard theory 
to current understanding in the minimalist program. The 
hypothesis that syntactic features are part of the syntac-
tic component of the grammar was proposed by Chomsky 
as part of the standard theory.23 He extended this idea in 
“Remarks on Nominalizations,” where nouns, verbs, adjec-
tives, and prepositions are defined in terms of two binary 
features [± N] and [± V].24 The introduction of syntactic 
features enabled cross-categorial generalizations and pro-
vided an account for natural classes of categories.25 In the 
minimalist framework, syntactic features associated with 
syntactic constituents enter into local agreement relations, 
which may lead to displacement.26 Features have been pro-
posed to account for the fact that syntactic constituents 
are displaced to higher positions in syntactic structures. 
Certain syntactic features, such as the extended projec-
tion principle feature mentioned by Leivada, have been 
eliminated. Their effects are derived by independent 
properties, including labeling and simplest,27 according 
to which Merge, the core combinatorial operation of the 
language faculty, applies freely. Derivations are canceled 
if, for example, constituents cannot be labeled.

While Norbert Hornstein is right in suggesting that 
“the real problem is that we have no hint of a theory of 
features,” as quoted by Leivada, support for a limited set 
of syntactic features in linguistic theory comes from the 
fact that they feed the semantic interface. The features [± 
N] and [± V] can be thought of as being legible as [± argu-
mental] and [± predicative] at the semantic interface, but 
not at the sensorimotor interface. This satisfies the strong 
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minimalist thesis, according to which language is the best 
solution to interface legibility conditions.

In the generative enterprise’s current state of devel-
opment, Leivada’s discussion on misused terms such as 
parameters and features is obsolete. If confusion arises 
with respect to certain terms in linguistics, it is useful to 
understand why such terms have been proposed, what 
they accounted for, how their content and role have been 
modified to provide a genuine explanation for language, 
and what problems and questions they left open for further 
research. It goes without saying that criticism is useful to 
the extent that it leads to alternatives with greater explan-
atory capacities.

Further Terminological Confusion

Questions arise among linguists whether the architec-
ture of the language faculty, as defined by Marc Hauser, 
Chomsky, and W. Tecumseh Fitch, is the optimal solution 
to the problem of linking the sensorimotor to the concep-
tual-intentional systems.28 “It is harder to argue that all 
linguistic theories are optimal,” Leivada writes, “especially 
in relation to the preceding suggestions that innateness 
consists of an unknown, ever-growing number of features, 
parameters, and other primitives.”

This remark is obsolete in relation to current research 
in the generative enterprise, where features, parameters, 
and other primitives are reduced to their minimum or sub-
sumed in third factor principles as discussed above. She 
reports confusion that arose with the term language fac-
ulty in the narrow sense (FLN), which Hauser, Chomsky, 
and Fitch distinguished from the language faculty in the 
broad sense (FLB):

But, of course, FLN is not the same thing as UG. FLN 
is unique to humans and unique to language. UG does 
not have this character. UG is relevant to both FLN’s 
language-specific properties, and FLB’s non-language-spe-
cific properties. Clearly, FLN is not tantamount to UG. 
Any suggestions to the contrary represent a misuse of two 
important terms in linguistics. It is a mistake that many 
linguists have made.

Linguistics cannot be reduced to terminology. Over 
time, terms used for given concepts will change; some of 
them will be redefined or eliminated, given the advances 
made in understanding and the new problems that arise in 
the investigation of language.

Chomsky reiterates the particular approach to lan-
guage pursued in the generative enterprise, which aims to 
explain the basic property of language.29 In this particular 
approach, a genuine explanation meets two conditions: 
learnability and evolvability. Given that I-language is 
internal to the individual, it is not acquired. The simplest 
explanation for the basic property of language is that it 

can be explained on the basis of two of the three factors 
of language design: genetic endowment and the principles 
of efficient computation. In this perspective, FLN reduces 
to Merge, the simplest form of which would be internal 
Merge. An argument to this effect comes from the fact that 
internal Merge is simpler than external Merge. The latter 
requires an additional operation of search in the lexicon. 
Another argument is that internal Merge also derives the 
successor function in arithmetic. This leads to further 
problems and questions, including whether there are 
other variants of Merge, and why external Merge would 
be necessary.

Leivada’s essay is not applicable to current research in 
the generative enterprise. It is less informative about 
the misused terms themselves than it is about different 
approaches to language. The terminological issues dis-
cussed in the essay should be understood as differences in 
the understanding of core concepts in linguistics.

The visibility of linguistics in neighboring fields is 
important. On this point, I agree with Leivada. But it is 
surprising that the investigation of core concepts in lin-
guistics would be reduced to normative terminological 
issues in her essay. The consequences of doing so are 
indeed detrimental to both linguistics and fruitful inter-
disciplinary research.

While controversies arise in the investigation of dif-
ferent approaches to language within the generative 
enterprise, it is difficult to reduce them to terminolog-
ical issues. Linguistics is, of course, much more than a 
repertoire of terms and their proper use. As part of the 
generative enterprise, biolinguistics is a research program 
aiming to provide a genuine explanation for I-language. In 
order to engage in fruitful interdisciplinary work, it might 
be useful to bring to the fore the latest achievements in 
explaining I-language and why they are important, as well 
as the new problems and questions that they prompt.

Anna Maria Di Sciullo

Evelina Leivada replies:

Anna Maria Di Sciullo raises various interesting points. 
The main message of her response is that the use of the 
terms I identified and discussed as inaccurate is nowadays 
obsolete. This is not a matter on which we can agree to dis-
agree, because it is not a matter of subjective opinion, but 
rather of checking the facts. As I suggested in my essay, the 
terms I discussed are not some barely encountered notions 
in present-day linguistics. Demonstrating this amounts 
to an inexpensive experiment that anyone can repeat at 
home. I should highlight that in doing this exercise in 
the present reply, I completely agree with Di Sciullo, who 
argues that we need to differentiate the various uses of the 
terms at different points in the development of the genera-
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tive enterprise. However, I insist that the issues discussed 
in my essay largely reflect the current lay of the land in 
mainly generative linguistics.

Consider the notion of a parameter, its various concep-
tions and its various sizes. Is this an obsolete discussion 
nowadays? If parameters have been reduced to a minimum, 
as Di Sciullo suggests in her letter, how many are they 
exactly, according to current linguistic theorizing? How 
many features? How many functional heads? This inability 
to provide even approximate numbers is very surprising, 
given Di Sciullo’s claim that we have now successfully set-
tled on the minimum numbers for each inventory. Even if, 
for the sake of discussion, we agree that we have reduced 
these inventories to the absolute minimum, have we 
reached consensus about whether this minimum number 
of parameters should be ascribed to the functional lexi-
con, to Universal Grammar, to externalization systems, or 
to third factor principles? Juxtapose Di Sciullo’s view that 
parameters have been reduced to a minimum or subsumed 
in third factor principles with Luigi Rizzi’s view that

the size of the set of parameters may well be large: carto-
graphic studies suggest that the functional lexicon is very 
rich, hence if the parametrization is associated to this 
component the system will specify many parameters.30

Crucially, this claim was made in 2017, not 40 years ago. 
This serves to show that the ambiguity I identified regard-
ing the use of certain terms refers to their current use, and 
is not obsolete as Di Sciullo suggests.

On May 7, 2020, three days after the publication of my 
essay in Inference—and 52 years and five days after the 
student revolution began in France—the first live debate 
from a series of video conferences called “Linguistics 
Flash-Mobs. Epic Battles in History” took place.31 In each 
conference, two seminal scholars were invited to discuss 
longstanding theoretical issues in linguistics. The first 
debate, moderated by Maria Rita Manzini and organized 
by Cecilia Poletto, hosted Giuseppe Longobardi and Ian 
Roberts, two distinguished professors of linguistics from 
York and Cambridge, respectively. The three questions 
that the two invitees addressed had to do with different 
aspects of one notion: parameters. In that debate, the dis-
cussion of parametric hierarchies made amply clear that 
for some linguists, parameters come in different sizes: 
macro, meso, and micro. This is part of the terminologi-
cal fluidity that I analyzed in my essay and that Di Sciullo 
argues does not characterize the current state of affairs 
in the generative enterprise. This conference is not the 
exception. Parameters are very much part of the current 
lay of the land in generative linguistics and so is the quest 
to examine more structures from different languages and 
language families in order to uncover more of them, contra 
to Di Sciullo’s claim that the field has now settled on the 
minimum number.32

Consider the usage of another term: linguistic genotype 
or genetic endowment for language. It has been suggested 
that “children have triggering experiences that stimulate 
their genetic properties to develop into their phenotypic 
properties [emphasis added],”33 that “linguistic knowledge 
is part of the child’s genetic makeup [emphasis added],”34 
and that parameters are principles to which “you geneti-
cally fix the value [emphasis added].”35 These views, and 
many similar ones that are abundant in linguistics, imply 
the position that a part of the human genome is dedicated 
to language. Di Sciullo may have hoped that these claims 
belong to a different era and are no longer entertained. 
This is not the case. They are still popular, and mainstream 
enough to be diffused to the general public as established 
theses. A good example of how this is so is offered by 
Martin Haspelmath on his blog.36 He presents part of the 
interview that linguist Jessica Coon gave on the occasion 
of the release of the 2016 movie Arrival, for which she did 
consulting work. The question was, “So if universal lan-
guage theory only applies to humans, there’s a real danger 
that if an alien race started communicating we’d have no 
hope of deciphering it?” Coon’s reply was,

Yeah, definitely. When people talk about universal gram-
mar it’s just the genetic endowment that allows humans 
to acquire language. There are grammatical properties we 
could imagine that we just don’t ever find in any human 
language, so we know what’s specific to humans and our 
endowment for language.37

Perhaps an important question is whether there are 
more terms on which we should keep a close eye. In her 
letter, Di Sciullo correctly argues that it is helpful to con-
sider the use of linguistic terms in neighboring sciences. 
She refers to a thesis she claims has been established: 
“Nonetheless, it has been established that Broca’s area, 
corresponding to BA44/45 in the frontal lobe of the brain’s 
dominant hemisphere, supports the processing of syntax 
in general.” This looks like an oversimplified depiction of 
the neuroanatomical underpinnings of syntax. The way it 
is used in passing implies localization—a slippery terrain. 
Language operations do not reside in single brain regions; 
they are subserved by networks of brain regions.38 Certain 
operations used in syntax processing may typically have 
a certain distribution of labor, but the latter relies on net-
works spanning over many areas. In this sense, there is no 
one-to-one correspondence between a domain of linguis-
tic analysis and an area in the brain.

To offer a second example, Di Sciullo uses the term 
“module,” as I do too in my original essay, but this is yet 
another term that has been used in a terminologically fluid 
way. More specifically, Di Sciullo talks about modules of 
Universal Grammar, but she does not explain the sense in 
which the term is used. Again, this terminological impre-
cision is not without consequences for the field. It is not 



6 / 8

LETTERS TO THE EDITORS

at all clear that Universal Grammar consists of modules or 
even that there is a language module per se. The term must 
be qualified, describing the sense in which it is employed; 
otherwise, its use may cause terminological confusion and 
erroneously exaggerate inexistent physical discreteness.39

There are several other points on which I respectfully 
disagree with Di Sciullo. For reasons of space I will dis-
cuss only two. First, she situates a biolinguistic approach 
to language within the generative enterprise: “Within 
the generative enterprise, the biolinguistic program is 
concerned with language internal to the individual, the 
I-language, which is distinct from the external language, 
the E-language.” This is wrong, because biolinguistics is 
not specific to the generative approach. Of course, one can 
do excellent work on biolinguistics within a generative 
framework, but one can also do excellent work address-
ing questions about the evolution and biology of language, 
without using tools of generative linguistics.40 Second, Di 
Sciullo argues that even if terminological discrepancies 
exist, the crux of the matter in my essay is not terminology 
per se, but differing views of core concepts in linguistics. 
The answer to this is that I personally find it more useful 
to acknowledge the existence of a problem and then work 
on solving it, than to engage in chicken-or-egg dilemmas 
by discussing whether the focus should be on the cause 
versus the outcome, and on what counts as what. For me, 
the issue has to do with both the fluid way in which some 
terms are used to mean different things across studies (e.g., 
“parameters”), and with the use of terms that are simply 
wrong (e.g., “linguistic genotype”). It could be argued 
that the ambiguity that surrounds the use of some terms 
derives from different views of core concepts, but it could 
also be argued that some linguists hold alternative views 
of core concepts precisely because the terms have long 
been defined in ambiguous, unclear, or untenable ways. 
The question of what came first is not the most important 
one for me. The focus should not be on where ambiguity 
comes from, especially since we have reasonable knowl-
edge about possible sources, and Di Sciullo also correctly 
identifies some, but on caring to acknowledge its existence 
and then work on it in a way that maximizes field-internal 
coherence and field-external visibility.

To conclude, I thank Anna Maria Di Sciullo for her 
response to my essay. I read it with great interest and I 
agree with the part of her epilogue that claims that “the 
terminological issues discussed in [Leivada’s] essay should 
be understood as differences in the understanding of core 
concepts in linguistics.” This is true; the contents of Di Sci-
ullo’s response made me realize once more that the use of 
many terms in linguistics is a matter of perspective, and a 
good degree of the terminological unclarity I talked about 
derives precisely from the holding of different perspec-
tives. Terms like “the syntax area of the brain,” “module,” 
and “I- versus E-language” are not included in my original 
list of misused, ambiguous, and polysemous terms, so per-

haps a follow-up study is due. With respect to the main 
point of Di Sciullo’s critique, I want to reaffirm that the 
terms I discussed, together with their portrayed use, are 
not absent from present-day linguistics. I encourage read-
ers to go through Di Sciullo’s arguments carefully and then 
also read Juan Uriagereka’s response to my original essay. 
I think Uriagereka is right about everything he writes in 
his letter. He is especially right about the title he chose 
to put on his reply. For some or perhaps even many lin-
guists, these truly are terms of endearment. For this reason, 
attempts to discuss problems in their use may be brushed 
aside as not necessary, not timely, or not appropriate, espe-
cially if coming from junior scholars. But as the students in 
the French revolution of May 1968 said, if not us, who? If 
not now, when?

Anna Maria Di Sciullo is Director of the Interface Asym-
metry Lab and Professor of Linguistics at the Université du 
Québec à Montréal.

Evelina Leivada is a psycholinguist at the Universitat 
Rovira i Virgili in Tarragona, Spain.
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